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Many countries have formulated strategies to combat radicalization, and regulating and monitoring recommendations 
on social network platforms is part of these strategies. The article explores the concept of radicalization, the proposed 
causal link between recommendations and radicalization, and potential risk mitigation measures that directly affect the 
recommendation engines.
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Many countries have formulated strategies to combat radicalization, and regulating 
and monitoring recommendations on social network platforms is part of these 
strategies. This article explores the concept of radicalization and the proposed causal 
link between recommendations and radicalization, highlighting some of the key 
characteristics of recommendation engines. Based on this background potential risk 
mitigation measures can be identified that directly affect the recommendation engines. 
To conclude, some key problems and dilemmas for risk management are discussed.
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INTRODUCTION

Recommendation systems, a subclass of information 
filtering systems that helps us choose information items 
from an overwhelmingly large collection of them, are 
everywhere. We all use them. All the time. Every time we 
use a large Internet platform for shopping, for preparing 
travel, for keeping in touch with our social network, for 
filtering the news we read, or for finding the answer to a 
question we have. All large Internet platforms filter, rank, 
and present content using a recommendation engine. 
Proactively, or as a reaction to our actions, like entering a 
search phrase or question.

Why they are important – from the point of view of the 
end user at least – is captured well by an infamous and 
prescient quote of half a century ago: 

“What information consumes is rather obvious: 
it consumes the attention of its recipients. Hence 
a wealth of information creates a poverty of 
attention, and a need to allocate that attention 
efficiently among the overabundance of 
information sources that might consume it.” 

– Herbert Simon, 1971

The recommendation engine is a technology that, in a 
world of too much information, helps us to structure 
our information environment so that we can spend our 
limited attention on the information we want. Clearly, 
recommendation engines matter. And increasingly, we 
criticize how they work. Or how they don’t work well 
enough. Or safely enough. Recommendations based on 
profiling may for instance reveal the user’s sensitive 
characteristics, like sexual orientation. Online platforms 
may abuse recommendation engines for self-preferen-
cing: boosting the visibility of information about their 
own products or services or those of close affiliates, over 
those of others. And they can be manipulated. Malicious 
users constantly invent new ways to bias or sabotage 
recommendations. And, finally, recommendation engi-
nes are often claimed to play a major role in the spread of 
false information ([Whit21]), the radicalization of people 
caught in harmful filter bubbles, and in that way may 
contribute to terrorism and other harms to democratic 
society. And they can harm us in these ways because 
they effectively control our attention, and we can’t really 
do without them.

In response, governments increasingly take action to 
regulate recommendation engines, and impose require-
ments relating to privacy, fairness, safety, transparency, 
and resilience of recommendation mechanisms. But 
operationalizing these requirements into practical solu-
tions for managing risk & control, or for balancing these 

risk and control options against the legitimate business 
interests of the platform, is a major challenge. Just like 
auditing such solutions, and neutrally and objectively 
reporting findings about them. 

To investigate the nature of this risk management chal-
lenge, we will focus on the most ominous among the 
example risks listed earlier: What can an online platform 
realistically do to reduce the risk that – specifically – its 
recommendation engines contribute to the radicalization 
of people? Furthermore, we will specifically adopt a risk 
management and audit perspective on the problem: How 
does one judge the impact of the recommendation engine 
on radicalization? And can one reasonably mitigate 
the risk through interventions in the recommendation 
engine? Or are other solutions more effective?

To investigate this problem, we will first dive into the 
proposed role of social media platforms and filter bubbles 
in radicalization, and into the notion of radicalization, 
radicalized persons, and radicalization processes. Then 
we move to the use of reinforcement learning in recom-
mendation engines and its weaknesses in relation to 
those filter bubbles. And, finally, we look at potential risk 
mitigation measures that directly address recommenda-
tions, arriving at some key problems and dilemmas for 
risk management.

ONLINE RADICALIZATION

Policy makers have expressed repeated concern over the 
role of social media in the radicalization process in the 
last two decades. Recent strong suspicions of weaponiza-
tion of radicalization by Russia through large-scale use 
of bots to spread and then upvote radicalizing content in 
order to manipulate recommendation systems ([Geis23]), 
made the issue only more pressing. Adding to the sense of 
urgency are the ever more convincing deepfakes created 
by Generative AI, making it harder and harder to take 
down bot farms.

Many countries have formulated strategies to combat 
radicalization, and regulating and monitoring social 
network platforms is usually part of these strategies. One 
example is the requirement of a recent European regula-
tion, the Digital Services Act, which entered into force in 
the spring of 2023, to assess and mitigate systemic risks 
caused by a platform’s recommendation engines. Con - 
t ributing to radicalization is obviously one of those risks 
to be assessed and mitigated. The implementation of risk 
management is subject to a yearly audit. 

It is a very contentious issue as well. Recently, for in -
stance, a number of organizations filed a complaint 
before the French administrative court, the Conseil 



3Compact 2024 June

d’État, against the French decree implementing another 
European regulation that combats the dissemination of 
terrorist content online (TERREG; 2021/784). The organi-
zations are requesting a ruling from the Court of Justice 
of the EU on the validity of this regulation in light of 
human rights. 

Given that the Internet plays an important role in daily 
life, it is unsurprising that radicals exist on the web 
([Bens13], [Neum13]). Studies show that the Internet is 
important to radicalization ([Behr13], [Bast18]), and that 
its importance is growing ([Gill17], [Jens18]), but not 
necessarily at the expense of offline factors ([Behr13], 
[Hera21]). Both jihadist and far-right groups have 
deployed strategies to spread content for a long time. The 
Islamic State, for instance, developed content persuading 
young individuals to engage in terrorism or travel to 
Iraq or Syria. The group at one point had a substantial 
reach on Twitter, and a presence on up to 330 different 
platforms ([Berg15]). The far right has a very substantial 
online presence on major social media platforms, and 
even more on fringe platforms, which are less likely 
to remove extreme content ([Conw19]). In both cases, 
governments have sometimes tried to disrupt activities, 
but communities apparently have no problem finding 
platforms to spread content ([Fish19]).

Although there is a substantial amount of research into 
the reach of extremist propaganda on the Internet, there 
is still little actionable insight into how and when this 
radicalizes people ([Rudd00]). There is some evidence that 
engaging with propaganda generally increases support 
for radical groups ([Reev19]), and that priming on exis-
tential threat or uncertainty increases its persuasiveness 
([Rieg13]). But radical extremist content clearly does not 
radicalize an indiscriminate part of the audience reached 
([Sage14], [Arch15], [Aly17]). Which brings us to the ques-
tion of how the radicalization process works.

RADICALS AND THE RADICALIZATION 
PROCESS

In common usage, the word radicalization is ambiguous: it 
is either developing increasingly extreme beliefs, engag-
ing in increasingly extreme actions (such as terrorism), 
or becoming part of a community of radicals. Moreover, 
there has been little success at attempting to profile or 
model a radicalized individual. The research populations 
would be difficult to reach ([Jens18]). The literature which 
attempts to do so, is unable to account for observed com-
munities ([Boru17]), and evidence relies on vague selec-
tion criteria ([Jens18]).

Empirical research tends to focus on risk factors for radi-
calization, either internal vulnerabilities of the person 

or external factors such as life stressors. These factors are 
not necessary or sufficient for radicalization, but appear 
at higher rates in radicalized populations than in the 
general population. 

Some external factors stand out. So-called radicalization 
hotspots produce more radicalized individuals than would 
be expected ([Varv16], [Vidi17]). Some environments 
encourage or fail to suppress radicalization. Engagement 
with criminal activity has a clear relationship with 
radicalization – often referred to as the crime/terror nexus: 
the personal needs and desires of criminals appear to be 
similar to those of terrorists ([Basr16]).

Research on internal factors presents a mixed picture:
 • Demographically, radicalized individuals differ 

somewhat from the general population, but a lot less 
than one might expect ([Vidi17]). But people that 
engage in extreme action as a result, are clearly male 
(ranging from 85-95%) and young (mid-twenties) 
([Horg16]). 

 • Socioeconomic background is often mentioned as a 
potential stressor, but research on this topic is mixed 
([Schm13]). Some studies find this to be a poor expla-
nation ([Reyn17]), while others find a small correla-
tion ([Cruz18]). 

 • Education is not a factor: some radicalized popula-
tions are well-educated, and others poorly educated 
([Gill15]). 

 • On mental health, results are mixed as well: indi-
viduals that act as part of a group do not stand out 
([Horg08]), but lone actors do have a higher than 
average prevalence of mental health disorders 
([Corn16]).

External factors and internal vulnerabilities interact 
([Clem20]). The individual chooses how to spend their 
time (self-selection), and there is the setting they were born 
and raised into (social selection). Self-selection will play an 

Many countries have 
formulated strategies to 
combat radicalization
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important role when we look at the role of recommenda-
tion engines in radicalization. In any case, we don’t get a 
very clear profile of the vulnerable community or person, 
calling into question whether platforms can effectively 
tailor measures to vulnerable individuals.

SOCIAL MEDIA PLATFORMS AND THE 
FILTER BUBBLE EFFECT

One of the key concerns in the online radicalization 
policy debate is whether platforms are amplifying radical 
extremist content towards social media users ([Coun20]), 
creating a filter bubble effect ([Pari11]). In a meta-review on 
this topic, 8 of 11 studies identified suggest that search 
and recommendation algorithms may amplify extremist 
content ([GIFC21]). Another review of the existing lite-
rature came to a similarly careful conclusion ([Knot21]). 
But both studies identify basic methodological flaws and 
limitations in the academic literature, like not employing 
control groups or experimental conditions and a focus on 
platforms that are easiest to study as a black box. 

More recently, studies have started to address these 
limitations ([Husz22]). But the extent to which machine 
learning algorithms used for search and recommenda-
tion of content play a role in the user journey towards 
radicalization, is hard to quantify in isolation, because 
the effects of recommendation cannot be separated from 
the “self-selection” choices the user of a social media plat-
form makes towards personalization of content: the user 
searches for content, and joins online communities. Let 
us call this factor self-selected personalization, as opposed to 
algorithm-selected personalization, where the recommenda-
tion system makes you part of a virtual community. An 
ideal study design would reproduce the user journeys of 
users vulnerable to radicalization in a recommendation-
driven environment. Of course, that solution depends on 
accurate profiling for empirical validation.

THE ROLE OF RECOMMENDATION ENGINES

Business models for social media platforms usually rest 
on user engagement with the platform. Holding and steer -
ing the attention of the user is a necessary aspect of the 
business model. Social media platforms provide services, 
free or at low cost per user, through which individuals, 
communities, and organizations that use those services 
can access, share, co-create, discuss, and curate content. 
Broadly speaking, the business model of the platform in 
some way always depends on its ability to proactively 
offer engaging content. The objective of the recommen-
dation engine used by a platform is to maximize user 
engagement with content offered by the social media 
platform. 

Moreover, engagement – the user’s voluntary interac-
tions with content on the platform – is the only thing 
that can be more or less objectively measured by the 
platform. One cannot fully rely on user ratings expres-
sing preferences for content alone, due to the obvious 
vulnerability of ratings to straightforward manipulation 
by content creators. 

User engagement with content creates the metadata that 
can be used to gain insight into individual user preferen-
ces for content, and the generic engagement qualities of 
the content. Some of this insight is intentionally and con-
sciously created by users (self-selected personalization), and 
some of this insight is unintentionally created by users 
as they reveal their preferences by way of their actions 
(algorithm-selected personalization, [Bodó18]). 

An example of self-selected personalization is joining a 
channel on YouTube or a sub on Reddit. The user is aware 
of having expressed a preference for content with certain 
characteristics by classifying himself or herself. Algo-
rithm-selected personalization, on the other hand, takes 
place if metadata is used to predict user preferences for 
content, without the user ever consciously expressing a 
preference. In this mode, every user action is interpreted 
as a choice from a limited menu of options, revealing his 
or her preferences.

The user engagement data obtained through these two 
types of user interaction, is used by the social media plat-
form’s recommendation engines to filter, rank, and pre-
sent content, or to provide search suggestions. Through 
control of suggesting, filtering, ranking, and presenting 
content to the user, the recommendation engine has a 
major impact on what content the user can easily engage 
with. The algorithm sets the menu of options the user 
expresses preference through. Using an algorithm to pre-
dict what content a user will engage with, and then using 
that prediction for directly controlling the probability of 
user engagement by proactively offering the content, 
opens up a popularity bias cycle ([Abdo19], see Figure 1). 
Known content that users are known to engage with, gets 
ever higher scores at the expense of content never seen. 
That means there will be a cold start problem ([Boba12]) 
for new content that has never been engaged with and 
is therefore not (yet) “popular”. The new content would 
never be recommended. The platform must counteract 
the bias that would suppress new, potentially engaging, 
content in some way. There will be a similar cold start 
problem for being able to engage new users, whose 
preferences are unknown because they have not made 
enough choices yet. Furthermore, there will be a bias for 
assuming new users fit within the first candidate user 
categories identified, potentially leading to undesirable 
filter bubbles.
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Figure 1. How recommendations feed popularity bias.

Both cold start problems must obviously be addressed in 
some practical manner by the recommendation system 
to be able to win new users, and to timely recommend 
new content. Timeliness of news is an important way 
for a platform to distinguish itself from competing 
platforms, after all. Recommendation engines therefore 
include specific solutions for cold start situations that 
play an important role in the functioning of recommen-
dations, mainly:
 • Forcing or goading new users towards self-selected 

personalization (e.g., through letting the user join 
communities or pick topics of interest) is a common 
method to address the cold start problem for new 
users. This allows treating the new user as part of a 
virtual community that selected the same options.

 • Clustering on similarity of content characteristics 
to predict its engagement quality is an important 
method to address the cold start problem for new con-
tent. The clustering algorithms used for that purpose 
can usually be characterized as machine learning 
algorithms.

Based on similarity, the classified new content can 
be experimentally injected into recommendations to 
verify the initial hypothesis of its engagement qualities. 
The end user is essentially used as a guinea pig for new 
content, as the algorithms play with a balance between 
producing useful recommendations and testing new 
content on known users. This constant balancing act 
between optimization of measurable performance and 
experimentation with new content and new users is a fas-
cinating artificial intelligence problem, and arguably the 
most interesting dimension in which platform recom-
mendations differ in quality.

Reinforcement learning and cold starts

Recommendation engines are typically driven 
by algorithms that can be characterized as rein-
forcement learning algorithms ([Ricc11]). The 
algorithm is trained directly using the data that is 
produced in the production environment where 
it is fielded, and where it makes interventions, 
which makes this type of system more vulnera-
ble to development of biases. Therefore, its per-
formance on the task at hand cannot be reliably 
measured and reported in advance in a testing 
phase. Recommendation algorithms can be 
contrasted with supervised learning algorithms, 
which enter the production environment already 
trained with – usually – carefully evaluated and 
prepared training data.

In this context, a cold start is a situation in which 
an algorithm starts making interventions with 
real world impact immediately in an unknown 
environment, and only starts learning along the 
way as feedback data from the interventions 
it made starts coming in. Early “learning 
experiences” will have a big impact on the 
model the algorithm will develop, sometimes 
leading to increasing bias problems.

TOOLS AND METHODOLOGIES TO 
CONTROL RECOMMENDATION 

In the recommendation infrastructure, platform orga-
nizations must consider how to develop and implement 
risk mitigation capabilities, amongst others to prevent 
radicalizing filter bubbles. The risk mitigation capabili-
ties that can play a role, can be roughly categorized into 
the following approaches ([Saxe22]):
 • Classify and mark radicalizing content to treat it dif-

ferentially in recommendation, to attach banners to 
specific potentially harmful content, or to assign a 
reputation score to content ([Alfa18]). This method 
has been deployed widely in relation to COVID, for 
instance. Some research has focused on supporting 
this process with automated fact-checking ([Hass17]), 
but most of this work depends on initial discovery of 
new categories of questionable content by dedicated 
content moderation teams and careful curation of 
training examples. Note that the content classified as 
potentially harmful, does survive the content mode-
ration process: it is not straightforwardly illegal or 
contrary to platform policy, because this would be 
a reason to remove it from the platform altogether. 
Instead, it is marked for being downplayed in the 
recommendations or treated differently in the plat-
form user interface.

Data: 
User preferences   

revealed by behavior 
and similarities 

between content 

People: 
User choice and 
content creation

Platform: 
Recommendation 

algorithms presenting 
content to users
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 • Shadow banning, influence minimization, or influence 
blocking aims to identify users whose special treat-
ment by the recommendation engine will reduce 
the spread of harmful content or formation of com-
munities around it. This approach presumes that 
the structure of the network, such as the users and 
connections between users, is well-known, based 
on past behavior. A conceptually straightforward 
approach is to use centrality measures or rankings 
([Saxe20]) to identify influential persons within 
a social network, but various forms of influence 
minimization strategies exist ([Bane20]). But it will 
obviously not work well on new users and newly 
forming communities around some topic.

 • Counter-campaigning aims to combat the impact of 
content spread within a network by balancing it 
better with other content in recommendation. For 
example, in the case of fake news, several studies 
show that if users are exposed to both true and 
fake information, users tend to believe the true 
information and reduce sharing of fake content 
([Oztu15], [Tana13]). Implementation of this solu-
tion either presumes the capability of the platform 
to strategically promote and demote marked 
content in recommendation ([Enna10]), or the capa-
bility of dedicated counter-campaigners to game 
the recommendation engine at least as effectively 
as bad faith actors do. 

 • Curbing the activity of bots may finally be effective to 
mitigate the risk of organized campaigns ([Geis23]), 
but that of course depends on the capability to 
accurately classify new users as bots.

There is a common theme here. All available methods 
do presume that either the users at risk, the users that 
function as radicalizing influencers, or the radicaliz-
ing content can be identified for these methods to 
work. The ability to accurately and timely classify new 
users and new content as potentially radicalizing is 
therefore basically the core problem. 

COLD STARTS AND THE MANIPULATION 
OF RECOMMENDATION ENGINES

Which brings us back to the cold start: the cold start 
problem for new content is a central part of the radi-
calization dynamic. An understanding of how the 
recommendation engine addresses the cold start pro-
blem for content by way of similarity to known con-
tent, can be exploited by malicious users for creation 
and placement of engaging content targeting specific 
types of users (“gaming the algorithm” and “topic 
hijacking”). And these malicious users can create new 
accounts to do so.

Topic hijacking

Exploiting clustering on content similarity with 
low effort fakes is usually shockingly easy for 
breaking news topics, for instance. An example: 
when the war in Ukraine had just started, a Twit-
ter message that reads as follows was briefly 
circulating: 

Rumors have come out of Kiev that this 
Ukrainian soldier has killed 23 Russian soldiers 
defending Kiev. The Russians have dubbed her 
“kiss of death”. Repost if you think Putin is a war 
criminal! 

The message was accompanied by an old 
photo of an attractive woman wearing a 
military uniform of the Israeli Defense Forces 
(IDF). Identifying it as fake is very easy for 
a specific subpopulation of users: millions 
of Israelis and Ukrainians. But it takes some 
time before the message that it is fake filters 
through the enthusiastic endorsements. The 
fake works because of its placement in a very 
popular breaking news category, because it is 
“engaging” content, because it was very similar 
in tone to other content that became popular that 
day, and because neither the recommendation 
engine nor the average news follower is trained 
to tell apart military uniforms. 

Accurate classification of uploaded new and original 
content as manipulative is hard, however motivated 
platforms may be in doing it. Nor will a recommendation 
algorithm be able to identify the user subpopulation who 
would immediately recognize it as bad faith manipula-
tion, and take immediate advantage of their feedback. 
For that we still primarily depend on human moderators, 
and time.

Intentional exploitation of limitations of clustering based 
on content similarity can be abused to amplify radicaliz-
ing content to specific communities of users. It is hard to 
automatically flag it with high accuracy. This is essenti-
ally the same problem as the one of content moderation 
for illegal content. But is a problem that is even harder 
to solve, because most of the content does not meet the 
illegality threshold for removing content altogether or 
suspending the accounts of the content creators.

A DELICATE BALANCING ACT

In summary, we know from the outset that automated 
classification of new content as being radicalizing is a 
step behind current events, and is likely to suffer from 
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low accuracy when it is most important. Automated flag-
ging of such content will raise both many false negatives 
and false positives, easily overwhelming human modera-
tion teams. 

Combating radicalization through the recommendation 
system itself will then become a delicate balancing act: 
 • Low accuracy of classification of content as radical-

izing and automatically acting on it, will create a 
general balancing problem with freedom of expres-
sion concerns, as recognized by Council of Europe 
guideline CM/Rec(2022)13, and discussed in detail in 
[Helb20].

 • Profiling radicalized individuals or individuals prone 
to radicalization for treating them differentially in 
recommendation, depends on predictions that are 
rather hairy from a privacy and human rights perspec-
tive. The platform takes a risk, both legally and reputa-
tion-wise, by adopting a user profiling approach.

 • Third-party counter-campaigning content specifi-
cally designed to reach radicalizing communities 
by taking advantage of content similarity may be 
classified as similar to radicalizing content, and for 
that reason risk automatic flagging for demotion. 
Counter-campaigners may ironically be suppressed 
by measures designed to take out bad faith actors.

 • Classification of content as potentially radicalizing 
and demoting it for recommendations may be con-
sidered not fair, unreasonable, or discriminatory 
towards content creators, and may negatively affect 
the income of businesses that create the content. This 
would, amongst others, be at odds with requirements 
of the Digital Market Act, another European regu-
lation, which requires fair and non-discriminatory 
treatment of content creators.

On top of these balancing problems, strategies and 
automated tools will have to be constantly adapted to 
changing characteristics of both radicalizing and highly 
engaging content. This requires this delicate balancing 
act to be performed continuously, which will take a lot of 
effort.

This raises a major proportionality question: How much 
effort do we really expect from platforms to combat radi-
calization through tinkering with the recommendation 
infrastructure? If the outcome of balancing the rights of 
content creators and users against the risks of radicaliza-
tion raises concerns about the proportionality of inter-
vening with recommendation, the easy way out is not to 
tinker with the recommendation infrastructure itself. 

There are alternatives. For instance, development of 
adequate content moderation resources with local 
language capacity and knowledge of national and re--
gional contexts and specificities would allow platforms 

to react faster to new forms of radicalizing content. This 
is essentially an outside-in way of working, responding 
to phenomena that are spotted within specific commu-
nities. And one can choose to avoid risk by preventing 
or limiting exposure to “risky” categories of content 
altogether. If you want to avoid Plandemic-like conspira-
cies (2020), you could prohibit any medical advice from 
unauthorized channels in the terms and conditions of 
the platform. Instagram’s move in March 2024 to limit 
political news unless users explicitly opt in, potentially 
fits in this category.

It is reasonable to expect that platforms will not focus on 
the recommendation mechanisms and the creation of 
“filter bubbles”, but rather on other, less delicate, mecha-
nisms to control the presence of objectionable radicaliz-
ing content. 

Expect that platforms 
will not focus on the 
recommendation 
mechanisms and the 
creation of “filter 
bubbles”, but on other 
mechanisms to control 
content



CONCLUSION

In conclusion, the realm of recommendation emerges 
not only as a powerful and necessary tool for guiding 
social interactions, but also as a potential battleground 
between those that attempt to manipulate algorithms to 
further radicalization and policy makers and platforms 
attempting to counteract them. Whether the algorithms 
cause online radicalization is not that clear. And neither 
is whether the algorithms are the right means to stop it. 
As policy makers and platform operators navigate the 
intricate web of risks and challenges posed by recom-
mendation mechanisms, it becomes evident that a nuan-
ced and adaptive approach is essential. By delving into 
the complex interplay between user engagement, content 
personalization, and risk mitigation strategies, stakehold-
ers can strive towards creating a digital environment 
that promotes safety, diversity of content, and responsible 
online interactions. But the way forward is not clearcut. 
The journey towards effective risk management within 
recommendation engines is ongoing, requiring constant 
vigilance, innovation, and a commitment to balancing 
competing interests to foster a healthier online ecosys-
tem.
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